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ABSTRACT

A computationally efficient method is developed to analyze the vortex wind fields of radar-observed me-

socyclones. The method has the following features. (i) The analysis is performed in a nested domain over the

mesocyclone area on a selected tilt of radar low-elevation scan. (ii) The background error correlation function

is formulated with a desired vortex-flow dependence in the cylindrical coordinates cocentered with the me-

socyclone. (iii) The square root of the background error covariance matrix is derived analytically to pre-

condition the cost function and thus enhance the computational efficiency. Using this method, the vortex wind

analysis can be performed efficiently either in a stand-alone fashion or as an additional step of targeted

finescale analysis in the existing radar wind analysis system developed for nowcast applications. The effec-

tiveness and performance of the method are demonstrated by examples of analyzed wind fields for the tor-

nadic mesocyclones observed by operational Doppler radars in Oklahoma on 24 May 2011 and 20 May 2013.

1. Introduction

Detecting and tracking mesocyclones from Doppler

radial-velocity fields are very important processes for

tornado-related severe weather warning operations, but

the tasks involved often present enormous difficulties

especially whenmesocyclones are poorly resolved in the

far radial ranges or confused with other signatures or

data artifacts (such as noisy or improperly dealiased

velocities) in radial-velocity fields. To overcome the

difficulties, various automated mesocyclone detection

methods and algorithms have been developed by many

investigators (Stumpf et al. 1998; Smith and Elmore

2004; Liu et al. 2007; Newman et al. 2013; Miller et al.

2013). These methods rely on the assumption that a

mesocyclone is behaving as a Rankine vortex and

identify it as an object with no attempt to diagnose the

detailed vortex wind field. By using a modified Rankine

vortex model in combination with a uniform flow, a

linear shear flow, and a linear divergence flow, Potvin

et al. (2009, 2011) developed a technique for detecting

mesocyclones and other convective vortices from

multiple-Doppler observations and retrieving their size,

strength, and translational velocity, but not the detailed

vortex wind fields. To diagnose the full storm wind field,

Gao et al. (2013) adapted a real-time three-dimensional

variational data assimilation (3DVAR) system and

showed the value of the wind field assimilated from

multiple-Doppler radar data. This 3DVAR system

compares favorably with the methods described above

with regard to identifying storm-scale midlevel circula-

tions, but the circulation may not be fully resolved be-

cause of the isotropic univariant background covariance

used for each velocity component in the cost function. It

is possible to improve the mesocyclone wind analysis by

formulating vortex-flow-dependent background error cor-

relation functions in cylindrical coordinates cocentered

with the mesocyclone. This approach will be explored in

this paper to develop a new method for mesocyclone

wind analyses. Themethod can be used either in a stand-

alone fashion or can be incorporated into the radar wind

analysis system (RWAS; Xu et al. 2015) and performed

as an additional step of targeted finescale wind analysis

in the RWAS for nowcast applications.
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The paper is organized as follows. The RWAS is

briefly reviewed in the next section. The method for

mesocyclone wind analyses is developed in section 3.

The effectiveness and satisfactory performances of the

method are demonstrated by illustrative examples in

section 4. Conclusions follow in section 5.

2. Review of the RWAS

The initial version of RWAS was developed as a

stand-alone system (without using any model-predicted

background wind field) to retrieve real-time vector wind

field data from single-Doppler radial-velocity observa-

tions at each selected vertical level or each selected tilt

of radar scan superimposed on the radar reflectivity or

radial-velocity image for nowcasting applications. This

version of RWASwas evaluated for driving atmospheric

dispersion models (Fast et al. 2008; Newsom et al. 2014)

and implemented for operational test runs with atmo-

spheric dispersion models. To monitor hazardous wind

conditions, surface wind observations from the Okla-

homa Mesonet have also been used in addition to radar

radial velocities in the RWAS.

The RWAS contains a radial-velocity data quality

control (QC) package to preprocess the raw data before

the vector wind analysis. The QC package was recently

upgraded with the newly developed algorithms to cor-

rect aliased velocities over areas threatened by intense

mesocyclones and their generated tornados (Xu et al.

2013). The vector wind analysis in the RWAS uses the

statistical interpolation (Daley 1991) to retrieve the

horizontal vector wind field from radar radial velocities

after QC. The vector wind analysis was also upgraded

recently with extended capabilities to analyze radial-

velocity observations from multiple radars with a

model-predicted background wind field. In particular,

high-resolution radial-velocity observations from multi-

ple radars are combined into two (or three) batches of

superobservations with the observation resolution coars-

ened to match the effective resolution of the analysis

(i.e., about one-third of the decorrelation length of the

background error correlation function used in the

analysis) for each batch, so the observation resolution

redundancy can be reduced to improve the computa-

tional efficiency (Xu 2011; Xu and Wei 2011). After

this, the analysis is performed incrementally in multi-

ple steps for different types of observations (from

coarse to fine resolution) to cover and resolve different

scales (from the synoptic to storm scale). For the me-

socyclone vortex wind analysis presented in section 4a

of this paper, the upgraded RWAS will be used to

produce the mesoscale wind field by performing the

following three steps:

1) A vertical profile of vector wind v 5 (zonal compo-

nent u, meridional component y) is produced by the

velocity–azimuth display (VAD) method as a by-

product of the VAD-based dealiasing (Xu et al. 2011,

2013) for each radar, and then the VAD winds are

analyzed into the background wind field using the

method of statistic interpolation described in section

3.1 of Xu et al. (2015). The background wind field is

extracted from the nearest forecasts from the opera-

tionalRapidRefresh (RAP)model (http://rapidrefresh.

noaa.gov/) by interpolating the predicted wind fields in

time and space onto the analysis grid in a 8003 8003
10km3 domain centered at the Twin Lakes, Oklahoma,

Weather Surveillance Radar-1988 Doppler (KTLX).

The analysis grid has a horizontal grid spacing of 10km

and contains 41 levels from the surface level (z5 10m)

to z 5 10km above the ground.

2) Thewind field produced in step 1 is used as background

to analyze surface wind observations (at z 5 10m)

from the Oklahoma Mesonet employing the method

described in section 3.2 of Xu et al. (2015).

3) The wind field produced in step 2 is used as back-

ground to analyze radar radial-velocity superobser-

vations generated [using the method in section 3.2 of

Lu et al. (2011)] in three batches with the observation

resolutions coarsened to 30, 21, and 13km (in both

the radial and azimuthal directions), respectively,

over the far radial range (r . 80km), the middle

radial range (40 , r # 80km), and the near radial

range (r # 40 km) from each radar. The analysis

method is the same as described in section 3.3 of Xu

et al. (2015) but is applied serially to the above three

batches of superobservations. The background error

decorrelation length (or depth) is reduced consecu-

tively to 25 (or 2), 18 (or 1), and 11 (or 0.3) km when

the analysis is performed with the first, second, and

third batch, respectively.

Figure 1a shows the background wind field from the

operational RAP forecast. Figure 1b shows the analyzed

wind field produced by theRWAS using radial velocities

scanned from five operational radars plus Oklahoma

Mesonet wind data around 2211 UTC for the tornadic

storm on 24 May 2011. In comparison with the back-

ground winds in Fig. 1a, the analyzed winds in Fig. 1b are

adjusted toward radar-observed radial winds in and

around the areas covered by radar radial-velocity ob-

servations, but the adjustments are too coarse and too

smooth to resolve themesocyclone (marked by the small

yellow circle).

The existing RWAS is clearly unable to resolve the

mesocyclone. This inability is tied up with the following

two limitations. First, the effective resolution of the
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FIG. 1. (a) RAP forecast wind field plotted by color-scaled arrows on the 8003
800 km2 horizontal domain at z 5 4 km superimposed on the reflectivity image

fromfive radars for the tornadic storm at 2211UTC 24May 2011. (b)As in (a), but

for the RWAS-analyzed wind field superimposed on the dealiased radial-velocity

images at 4.08 tilt fromKTLX and the VanceAir Force Base, Oklahoma (KVNX)

radar; 0.98 tilt from KFDR; and 0.58 tilt from the Tulsa, Oklahoma (KINX), and

the Fort Smith, Arkansas (KSRX) radars. In (b), the image from KTLX covers

the image from KVNX, while the images from the remaining three radars are

largely isolated around their respective radars. Positive (negative) values shown

by the image from any one of the radars indicate horizontal flow away from

(toward) that radar, while zero or near-zero values indicate flow perpendicular to

the viewing direction from that radar. Each radar site is marked by a purple dot

with the radar name in (b). The small yellow circle in (b) marks the tornadic

mesocyclone. The thin green lines plot the state boundaries in (a) and (b), and the

county boundaries in Oklahoma only in (b).
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RWAS-produced incremental wind field is limited by

the superobservation resolution and the decorrelation

length of the background error correlation function used

in the analysis. As shown in Fig. 1b, the mesocyclone is

about 100 km away from KTLX, so the decorrelation

length is 18 km and the superobservation resolution is

coarsened to 21km around the mesocyclone. The ef-

fective analysis resolution is thus limited by 21 km,

which is obviously insufficient to resolve the mesocy-

clone. In addition, the ability of the existing RWAS to

retrieve the unobserved wind component tangential to

the radar beam is limited by the homogeneous and iso-

tropic background error correlation functions [see (2) in

Xu et al. (2015)] used for the vector wind analysis. This is

the second limitation.

3. Vortex wind analysis

To resolve the mesocyclone, it is necessary to overcome

the aforementioned two limitations. To this end, a new

method is developed with the following three key com-

ponents: 1) an algorithm for estimating the vortex center of

themesocyclone on a selected tilt of a radar radial-velocity

scan, 2) a vortex-flow-dependent background error cor-

relation function formulated for the vortex wind analysis

over the mesocyclone area on the selected tilt, and 3) the

square root of the vortex-flow-dependent background er-

ror covariance matrix derived analytically to precondition

the cost function and thus enhance the computational ef-

ficiency. The method can be used as an additional (fourth)

step of targeted finescale analysis after the third step is

performed in the RWAS. It can be also used in a stand-

alone fashion. In the latter case, it is necessary to estimate

the environmental mean wind. The detailed techniques in

the three components are presented in the following

subsections.

a. Estimating vortex center location and
environmental mean wind

The mesocyclone area is identified as a by-product of

the automated velocity dealiasing [see the appendix in

Xu et al. (2013)] on a selected tilt of low-elevation radar

scan, and this is done by applying four cyclonic-rotation

conditions to an 113 41 data window (11 beams and 41

range gates) centered at each flagged special data point

that fails to pass a tightened continuity condition. The

vortex center location is then estimated, also as a by-

product of the automated velocity dealiasing, and is used

here as the first guess. From this first guess, the vortex

center location is further estimated in the mesocyclone

area on the selected tilt by applying the following two-

step algorithm to the data field of dealiased radial-

velocity observations, denoted by yor (r, u), where r is

the radial distance from the radar, u is the radar beam

azimuthal angle (positive for clockwise rotation from

the y coordinate pointing to the north) on the selected

tilt, and superscript o indicates observed and dealiased.

1) Find yrmx
[ max [yor (u)] 5 yor (umx) and yrmn

[
min[yor (u)]5 yor (umn) along each range circle of fixed

r over the sector data area of 20-km arc length and

20-km radial range centered at the aforementioned

first guess of the vortex center. Here, umx (or umn) is

the azimuthal angle of the data point at which

yor (r, u) reaches yrmx (or yrmn), and u increases (or

decreases) for a clockwise (or counterclockwise)

rotation within the sector data area. Denote by rc0
the radial range at which (yrmx

2 yrmn
)/(umx 2umn) is

the largest with the following three empirical condi-

tions satisfied:

u
mx

.u
mn
, y

rmx
2 y

rmn
. 30m s21, and

(y
rmx

2 y
rmn

)/u
mx

2u
mn

. 20m s21(18)21 . (1)

Denote by uc0
the value of (umx 1umn)/2 on the

range circle of r5 rc0 . The initial estimate of the

vortex center location is given by (rc0 , uc0
).

2) Denote by ycr the value of y
o
r interpolated at (rc0 , uc0

).

Find the location, denoted by (rj, uj)5 ( jDr, uj),

where yocr (r, u)[ yor (r, u)2 ycr changes sign from neg-

ative to positive as u increases from uj2 [uj 2mDu/2
touj1 [uj 1mDu/2 with 1#m# 2 along the jth range

circle in the same sector data area as described in the

previous step. Here, Dr (5250m) is the radar range

gate spacing, Du (518) is the beam spacing in the

azimuth, andm5 1 (or 2) means that there is no gap

(or only one gap) between the two nonmissing

azimuthal data points where the sign change of yocr
is detected. The increment of yocr associated with the

sign change of yocr from point ( jDr, uj1) to point

( jDr, uj2) along the jth range circle is denoted and

defined by Dyrj [ yocr ( jDr, uj1)2 yocr ( jDr, uj2). 0.

The final estimate of the vortex center location is

given by

(r
c
,u

c
)5 �

j

(r
j
,u

j
)(Dy

rj
/Dl

j
)2 �(Dy

rj
/Dl

j
)2 ,

.
(2)

where (Dlj)
2 5 (rj 2 rc0 )

2 1 r2j (uj 2uc0
)2 and the sum-

mation is over j for up to five range circles that have

the first five largest values of Dyrj .

As by-products, the maximum tangential velocity for

the vortex and its radial distance from the vortex center

are estimated, respectively, by

V
M
5 (y

rmax
2 y

rmin
)/2 (3)
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and

R
M
5 (Dl

max
1Dl

min
)/2, (4)

where yrmax
[ max[yor (r, u)] 5 yor (rmax, umax), yrmin

[
min[yor (r, u)] 5 yor (rmin, umin), (rmax, umax) [or (rmin,

umin)] is the data point in the (r, u) coordinates at

which yor reaches yrmax (or yrmin
) over the same sector

data area as in the second step above, (Dlmax)
2 5

(rmax 2 rc)
21r2max(umax2uc)

2, and (Dlmin)
2 5 (rmin 2 rc)

2 1
r2min(umin 2uc)

2. Here, VM and RM are estimated by

neglecting the divergent part of the vortex winds and

assuming RM � rc. If the vortex center is very close to

the radar and thus rc becomes close to RM, then (3) and

(4) should be modified as shown in Wood and Brown

(1992). This extreme situation, however, is not en-

countered and thus not considered in this paper. On the

other hand, if the vortex is very far from the radar and

the radar beam becomes wider than the vortex core

diameter, then the sampled yrmax
at umax and yrmin

at umin

will degrade too severely (in accuracy and resolution) to

be used to reliably estimateVM in (3) andRM in (4). This

extreme situation will be encountered in one of the cases

presented in section 4.

After the vortex center location is estimated, the back-

ground wind field, denoted by (ub, yb), produced by the

RWAS (see step 3 in section 2) is interpolated onto the

radar radial-velocity observation points over a 20 3
20 km2 area centered at (rc, uc) on the selected tilt. The

radial component of the background wind is given by

ybr (r, u)5 (ub sinu1 yb cosu) cosu at each observation

point (r, u), where u5 ue 1 arctan[r cosue/(4RE/31
r sinue)] is the slope angle of the radar beam relative to

the earth’s surface beneath the observation point, ue is

the beam elevation angle from the radar for the se-

lected tilt, RE is the earth’s radius, and 4RE/3 is an

‘‘inflated’’ value of the earth’s radius in the equivalent

Earth model to consider the effects of atmospheric

refraction [see (9.9) of Doviak and Zrnic (2006)]. The

radial-velocity innovations, defined by

yir(r,u)[ yor (r,u)2 ybr (r,u) in the observation space,

(5a)

are interpolated onto a 81 3 81 grid (with Dx 5 Dy 5
0.25 km) over the nested domain by

yir(xi)5 �
j

yir(xj)wij

�
�
j

w
ij
, (5b)

where x[ (x, y), yir(xi) is the value of the radial-velocity

innovation interpolated at xi, the summation is over j,

wij 5 exp[2jxi 2 xjj2/(2l2o)], xi (or xj) denotes the ith grid

point (or jth observation point) in the (x, y) coordinates

over the nested domain, and lo 5max(rcDu, 0:1 km).

Here, lo is bounded below by 0.1 km (50.4Dr) for ad-
equate filtering when rcDu, 0:1 km.

If the environmental wind field around the vortex is

well represented by the background wind field, then

yirmx
and yirmn

should have about the same absolute value

with opposite signs, where yirmx
and yirmn

are the maxi-

mum and minimum of interpolated yir(xi) in (5b), re-

spectively, within the 2RM radial range from the vortex

center. In this case, yr1 [ yirmx
1 yirmn

should be much

smaller than yr2 [ yirmx
2 yirmn

and thus should satisfy the

following condition:

y
r1

� y
r2
. (6)

If the condition in (6) is not well satisfied, then the en-

vironmental wind field around the vortex is not well

captured by the background wind field and yr2 can

represent the radial component of the averaged vector

velocity difference, denoted by (ue, ye), between the

environmental and background wind over the vortex

area. In this case, (ue, ye) can be estimated by solving

y
r1A

5 ue sinu
cA
1 ye cosu

cA
and

y
r1B

5 ue sinu
cB
1 ye cosu

cB
, (7)

which gives, for sin(ucA
2ucB

) 6¼ 0,

ue 5 (y
r1A

cosu
cB
2 y

r1B
cosu

cA
)/sin(u

cA
2u

cB
) and

ye 5 (2y
r1A

sinu
cB
1 y

r1B
sinu

cA
)/sin(u

cA
2u

cB
) , (8)

where yr1A
(or yr1B

) is the value of yr1 computed from

radar A (or B) and ucA
(or ucB

) is the value of uc esti-

mated in (2) for radarA (orB). Here, as indicated by (7),

yr1A
(or yr1B

) is taken to be the radial component of

(ue, ye) with respect to radar A (or B).

If sin(ucA
2ucB

)5 0 or yr1 is from a single radar, then

the two equations in (7) reduce to a single equation and

(ue, ye) cannot be estimated by (8). In this case, (ue, ye)

can be only unreliably estimated by neglecting its com-

ponent perpendicular to the radar beam and this gives

(ue, ye)5 y
r1
(sinu

c
, cosu

c
) . (9)

If the environment winds are strong [and thus do not

satisfy (6)] and mostly perpendicular to the radar beams

around the mesocyclone, then the environmental mean

wind cannot be correctly estimated by (9). In this case, as

will be shown in section 4b, by assuming that the vortex

center moves mainly with the environment wind, the

vortex center moving velocity, denoted by (uc, yc) and

estimated by the time change rate of the vortex center

location (on the same tilt from the previous to the
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current volume scan), can be used as the environmental

mean wind, instead of (ue, ye) in (9), for the stand-alone

single-Doppler vortex wind analysis.

After (ue, ye) is estimated, yir is adjusted at each ob-

servation point to

yier (r,u)[ yir(r,u)2 yer(r,u) , (10)

where yer(r, u)5 (ue sinu1 ye cosu) cosu is the radial

component of (ue, ye) computed at observation point

(r, u). Here, yier is defined as an adjusted radial-velocity

innovation with respect to the adjusted background

radial-velocity ybr (r, u)1 yer(r, u).
If the vortex wind analysis is performed in a stand-

alone fashion with zero (ub, yb), then yir reduces to yor in

(5a). In this case, (6) is often not satisfied, and it is

necessary to estimate (ue, ye) and use it as a proxy

background wind. The estimation can be done as de-

scribed above by using (8) or (9) except that yir reduces

to yor in (5).

b. Cost function formulatedwith vortex-flow-dependent
background error covariance

The control variables used for the vortex wind analysis

are the radial velocityVR (.0 in the outward direction), and

the tangential velocity VT (.0 in the counterclockwise di-

rection), of the vortex part of the mesocyclone wind field.

This vortex part is an incremental wind field, denoted by

(Du, Dy), with respect to thebackgroundwindfield (ub, yb)

[or adjusted background wind field (ub, yb)1 (ue, ye)] if

the innovation data yir [or adjusted innovation data yier in

(10)] are used by the analysis. In the local (x, y)-coordinate

system centered at (rc, uc) on the selected tilt, the hori-

zontal vector velocity increment (Du, Dy) is related to

(VR, VT) by

(Du,Dy)5 (V
R
cosb2V

T
sinb, V

R
sinb1V

T
cosb) ,

(11)

where b [ arctan(y/x). The radar-observed radial

component of (Du, Dy) can be modeled by

y
r
5 (Du sinu1Dy cosu) cosu
5 [(V

R
cosb2V

T
sinb) sinu1 (V

R
sinb1V

T
cosb) cosu] cosu

5 [V
R
sin(u1b)1V

T
cos(u1b)] cosu , (12)

where the projection of the vertical velocity w is ne-

glected in (12) since u is small (,58) andw is not analyzed.

The cost function for the vortex wind analysis has the

following form:

J5 aTB21a/21 (Ha2 d)TO21(Ha2 d)/2, (13)

where a[ (aTR, a
T
T)

T, aR (or aT) is the state vector of VR

(or VT), (�)T denotes the transpose of (�), B is the back-

ground error covariance matrix,O is the observation error

covariancematrix,H is the observation operator expressed

in (12) (for observations from any given radars), and d is

the innovation (or adjusted innovation) vector, that is, the

state vector of yir (or yier ) [see (10)]. The observation er-

rors are assumed to be uncorrelated between different

points, so O5s2
oI where s2

o is the observation error vari-

ance and I is the unit matrix in the observation space.

The random vector fields of background wind errors,

denoted by (eR, eT), are assumed to have zeromean; that

is, heTi5 heRi5 0, where h(�)i denotes the statistical

mean of (�). In addition, it is also assumed that eR and eT
are not correlated and are nearly homogeneous and

isotropic in the following transformed polar coordinates:

r[ l21 ln(11R/R
c
) and (14a)

f[b/F , (14b)

where R5 jxj5 (x2 1 y2)1/2; l and F are the scaling

factors for r and f, respectively; and Rc is the scaling

factor for R and is set to Rc 5 1 km according the av-

eraged horizontal resolution of radar radial-velocity

observations.

The above-assumed near homogeneity and isotropy

imply that the covariance tensor function for e5 (eR, eT)
T

has the following diagonal form:

B[ he
i
eTj i5 (B

R
,B

T
)diag . (15a)

The two diagonal components of B are modeled by

B
R
5s2

RC(ri, rj;fi
2f

j
) and

B
T
5s2

TC(ri, rj;fi
2f

j
) , (15b)

where sR (or sT) is the standard deviation of eR (or eT)

and C(ri, rj;fi 2fj) is a pseudocorrelation function

constructed by

C(r
i
, r

j
;f

i
2f

j
)5C

1
(r

i
, r

j
)C

2
(f

i
2f

j
) , (16a)

C
1
(r

i
, r

j
)5 exp[2(r

i
2 r

j
)2/2]

2 exp[2(r
i
1 r

j
)2/2], and (16b)
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C
2
(f

i
2f

j
)5A21

0 �
n

exp[2(f
i
2f

j
2 2np/F)2/2]

’ exp[2(f
i
2f

j
)2/2] for 2p/F#f

i
2f

j
#p/F and F# 1, (16c)

where A0 5�n exp[22(np)2/F2]. 1 to ensure C2(0)5 1

and�n denotes the summation over integer n from2‘
to ‘. ForF# 1, A0 ’ 1 and the summation in (16c) can

be truncated to a single term as shown in the last step

of (16c).

In (16b), theGaussian correlation function is modified

by subtracting its mirror image obtained by mirror re-

flecting the corrected point ri (or rj) with respect to

r 5 0, so C1(ri, rj) can have the desired property of

C1(ri, rj)5 0 for ri 5 0 or rj 5 0 to ensure the analyzed

VR and VT always approach to zero toward the vortex

center. In (16c), the Gaussian correlation function is

extended periodically over the periodic domain of

2p/F,f#p/F in (16c) similarly to that in (1b) of Xu

and Wei (2011). In this paper, only the reduced form of

C2(fi 2fj) in the last step of (16c) will be used with

F 5 1. Figures 2a and 2b show the structures of

C(ri, rj;fi 2fj) around two points (labeled A and B) in

the transformed (r, f) and original (x, y) coordinates,

respectively, where l 5 1/2 and F 5 1. From (16) and

Fig. 2a, we can see that C(ri, rj;fi 2fj) is nearly ho-

mogeneous and isotropic when ri . 1 and rj . 1, and

becomes virtually homogeneous and isotropic when

ri . 2 and rj . 2 in the transformed (r, f) space but is

stretched in the azimuthal direction along the curved

vortex flow in the original (x, y) space.

Since the radial decorrelation length equals 1 in r,

the associated radial decorrelation length in the phys-

ical space can be estimated by Rc exp[l(r1 1/2)]2
Rc exp[l(r2 1/2)]5 2R sinh(l/2). The radial decorrelation

length in the physical space is thus a linear function ofR,

which is similar to the azimuthal decorrelation arc length,

that is, FR as a linear function of R. With this property,

the correlation structure defined byC(ri, rj;fi 2fj) as a

function of xj for a given xi is nearly invariant in shape

but its size increases linearly with jxij. When jxij reaches
the boundaries of the nested domain (of 2L 3 2L with

L 5 10km), the radial decorrelation length in the phys-

ical space increases to 2L sinh(l/2)’ 6 km (for l5 1/2)

and the azimuthal decorrelation arc length increases to

FL 5 10km (for F 5 1). These increased decorrelation

lengths around the nested domain boundaries are com-

patible with the decorrelation length (511km) used by

the RWAS in the last step to produce the mesoscale

background wind field (see step 3 in section 2) for the

vector wind analysis.

As shown above, l and F control the decorrelation

lengths in the physical space along the radial and azi-

muthal directions, respectively. These scaling factors are

specified empirically in this paper. The backgroundwind

error correlation structures and associated decorrelation

lengths in the radial and azimuthal directions may be

estimated statistically from time series of radar radial-

velocity observations of mesocyclones by modifying the

innovation method of Xu et al. (2007) with the co-

variance model used in this paper. This approach needs

to be explored beyond this paper.

c. Square root of background error covariance and
preconditioned cost function

The square root of the background error covariance

matrix can be derived analytically as shown below. First,

one can verify that the correlation functions defined in

(16b) and (16c) can be expressed by the following

integrals:

C
1
(r

i
, r

j
)5

ð‘
0

P
1
(r

i
, r

s
)P

1
(r

s
, r

j
) dr

s
and (17a)

C
2
(f

i
2f

j
)5

ðp
2p

P
2
(f

i
2f

s
)P

2
(f

s
2f

j
) df

s
, (17b)

where

P
1
(r

i
, r

s
)[ (2/p)1/4fexp[2(r

i
2 r

s
)2]

2 exp[2(r
i
1 r

s
)2]g and (18a)

P
2
(f)[ (2/p)1/4A21/2

0 �
n

exp[2(f2 2np/F)2]

’ (2/p)1/4 exp(2f2) for

2p/F#f#p/F and F# 1. (18b)

The truncation error for the approximation in the last step

of (18b) is within 6exp(2p2/F2), and exp(2p2/F2) � 1

for F5 1.

For the wind analyses performed in this paper, the

two correlated points xi and xj are confined within the

range circle of R5
ffiffiffiffiffiffi
2L

p
that encircles the nested anal-

ysis domain, so ri and rj are confined between 0 and

rmax [ l21 ln(11
ffiffiffiffiffiffi
2L

p
/Rc)5 5:435 (forL5 10km). Note

that the integrand P1(ri, rs)P1(rs, rj) in (17a) becomes

negligibly small as rs . rmax 1 2 for ri and rj confined

between 0 and rmax. This implies that the integration
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FIG. 2. (a) Plot of C(ri, rj;fi 2fj) in the transformed space by red and green contours as

functions of (ri, fi) for two fixed points of (ri, fi)5 (1.4, 0) and (4.0,20.4p) labeled by A and

B, respectively. (b) Plot ofC(xi, xj) in the physical space by red and green contours as functions

of xi for the same two points of xj 5 (1, 0) and (2, 26) km labeled by A and B, respectively.

Here,Rc 5 1 km, l5 1/2, andF5 1 for the coordinate transformation in (14). The black dotted

contours that overlap the red (or green) contours plot the same correlation function as shown

by the red (or green) contours but constructed from the square root matrix P by using (21).
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range in (17a) can be reduced from 0# rs ,‘ to

0# rs # rmax 1 2, so the integral in (17a) can be dis-

cretized into the following form:

C
1
(r

i
, r

j
)’ �

s0
P

1
(r

i
, r

s0)P1
(r

s0 , rj)Dr

5 �
s0
P

1is0P1s0 j , (19)

where P1is0 [P(ri, rs0)(Dr)
1/2, P1s0j [P(rs0 , rj)(Dr)

1/2,

Dr is the grad spacing of discretized rs0 5 (s0 1 1/2)Dr,
the summation is over integer s0 from 0 to S[
Int[(rmax 1 2)/Dr], and Int[(�)] denotes the nearest in-

teger of (�). To adequately resolve P1(ri, rs0), Dr should

not exceed 1/2.

Similarly, the convolution integral in (17b) can be

discretized into the following form:

C
2
(f

i
2f

j
)’ �

s00
P
2is00P2s00j , (20)

where P2is00 [P2(fi 2 s00Df)(Df)1/2, P2s00j [P2(s
00Df2fj)

(Df)1/2, Df5p/(MF) is the grad spacing for discretized

fs00 5 s00Df, and the summation is over integer s00 from
12M toM. To adequately resolveP2(f),Df should not

exceed 1/2, so M must be larger than p/F. The truncated

form of P2(f) at the last step of (18b) is used to compute

P2is00 and P2s00j for F 5 1.

Substituting (19) and (20) into (16a) gives

C(r
i
, r

j
;f

i
2f

j
)’ �

s0
�
s00
P
1is0P1s0jP2is00P2is00j

5 �
s

P
is
P

sj
, (21a)

where Pis [P1is0P2is00 and the index s counts through all

the grid points of (s0, s00) over the two-dimensional

control-variable domain with 0 # s0 # S and 1 2 M #

s00 # M. The matrix form of (21a) is

C5PPT , (21b)

where the ijth element of C is given by

C1(ri 2 rj)C2(fi 2fj) with the index i (or j) counting

through all the grid points over the two-dimensional

analysis domain except for the central grid point (at

the vortex center where Du and Dy must be zero) and

the isth element of P is given by Pis 5P1isP2is 5
P1(ri, rs)P2(fi 2fs)(DrDf)

1/2 with the index s counting

through all the grid points of (s0, s00). As shown in (21b),

P is an analytically constructed square root of C.

For the selected values of l5 1/2,F5 1, andRc 5 1 km,

the dimension of (s0, s00) depends on (Dr, Df)—the grid

resolutions of the control-variable domain. Clearly,

choosing relatively large (Dr, Df) can reduce the di-

mension of (s0, s00) and, thus, improve the computational

efficiency. On the other hand, Dr and Df should not

exceed 1/2 in order to adequately resolve P1(r) and

P2(f). As an optimal trade-off, we set Dr 5 1/2 and

Df5 p/(9F) (,1/2). This gives S5 15 andM5 9, so the

dimension of (s0, s00) is 163 185 288, and the dimension

of matrix P indexed by (s, i) is 2883 [(2L/Dx1 1)22 1],

where Dx is the grid spacing for the analyzed fields in the

nested domain excluding the grid point at the vortex

center. With the above discretization, the correlation

function constructed from the square root matrix P by

using (21) is almost identical to the original correlation

function formulated in (16), and the maximum differ-

ence is well within 1% for the examples shown in Fig. 2.

Substituting (21) into (15b) givesB5 (s2
RC,s

2
TC)

diag 5
(sRP,sTP)

diag(sRP
T,sTP

T)diag, so B1/2 [ (sRP,sTP)
diag

is a square root of B satisfying B1/2BT/2 5B. Substituting

a5B1/2c with O5s2
oI into (13) gives

J5 jcj2/21 jH0c2 d/s
o
j2/2 , (22)

where H0 5s21
o HB1/2 is the so-scaled radial-velocity ob-

servation operator for the transformed control vector

c[ (cTR, c
T
T)

T, and the two components of the partitioned

state vector a[ (aTR, a
T
T)

T are related to cR and cT by

a
R
5s

R
Pc

R
and (23a)

a
T
5s

T
Pc

T
. (23b)

Substituting (23) into (11) gives

Du(x
i
)5s

R
cosb

i�
s

P
is
c
Rs
2s

T
sinb

i�
s

P
is
c
Ts

and

(24a)

Dy(x
i
)5s

R
sinb

i�
s

P
is
c
Rs
1s

T
cosb

i�
s

P
is
c
Ts
, (24b)

where xi denotes the ith grid point in the nested domain.

Substituting (24) into (12) gives

y
r
(x

i
)5 cosu

i

�
s
R
sin(u

i
1b

i
)�

s

P
is
c
Rs

1s
T
cos(u

i
1b

i
)�

s

P
is
c
Ts

�

5s
R�

s

R
is
c
Rs
1s

R�
s

R
is
c
Ts
,

where xi denotes the ith observation point over

the nested domain, Ris 5 cosui sin(ui 1bi)Pis, and

Tis 5 cosui cos(ui 1bi)Pis. Here, H0 5s21
o HB1/2 is de-

rived analytically in the form of H0 5 (sRR, sTT)/so

with the isth element of R (or T) given by Ris (or Tis).

Note that xi can be any point in the continuous space

of x excluding the vortex center, so the analytical

form of H0 can be applied to continuous observations

1148 WEATHER AND FORECAST ING VOLUME 30

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/22/21 06:19 PM UTC



to construct a more accurate integral-form observa-

tion operator [see (4.4) of Xu and Wei (2013)].

Since the nested domain is small, cT and cR are con-

structed on a 16 3 18 uniform (r, f) grid with Dr 5 1/2 to

cover the range of 0 # r # rmax 1 2 and Df 5 p/(9F)

(,1/2) to cover the entire range of2p/F,f#p/F. In this

case, although the observation space dimension can exceed

104, the control-vector space dimension is merely 23 163
185 576, so the preconditioned cost function in (22) can be

minimized efficiently by using the conjugate-gradient de-

scent algorithm. Substituting theminimizer c back into (24)

gives the analyzed vortex wind field (DVR, DVT). In par-

ticular, the vortex analysis takes less than 6 s of central

processing unit (CPU) time for each case presented in

section 4,while the three steps ofRWASwindanalysis take

about 3min of CPU time on a workstation.

For the illustrative examples presented in the next sec-

tion, the error standard deviation for the dealiased radial-

velocity observations is set to so 5 2ms21 in the cost

function, and this setting is the same as that used to esti-

mate the superobservation error standard deviation [see

section 3.3 of Xu et al. (2015)] for the vector wind analysis

in step 3 of section 2. As we have seen in Fig. 1b, the

RWAS-produced background winds are too smooth to

capture the mesocyclone, so the background wind errors

can be as large as the true vortex winds. Since the maxi-

mum of the true vortex winds estimated from yor (r, u) by
VM in (3) ranges from 32 to 45ms21 (see Tables 1 and 4;

Table 4 is described in greater detail below), sT 5sR 5
20ms21 can be used for constructing the preconditioned

cost function in (22).

4. Illustrative examples

a. Vortex wind analyses performed with RWAS

The vortex wind field for the tornadic mesocyclone

(marked by the small yellow circle in Fig. 1b) on 24May

2011 is analyzed in this section as an incremental wind

field with respect to the RWAS-produced background

wind field. The analyses are performed by using single-

Doppler wind observations (dealiased yor ) from the

WSR-88D in Fredrick, Oklahoma (KFDR), first and

then KTLX. After this, the dual-Doppler wind analysis

is performed by using observations from the two radars.

Each single-Doppler-analyzed wind field estimates the

horizontal winds on the radar-scanned slant surface,

while the dual-Doppler-analyzed wind field estimates

the horizontal winds averaged over the time interval

between the two radar scans and in the vertical layer

between the two radar-scanned slant surfaces. The

vortex wind field analyzed from the KFDR radial-

velocity innovation data on the 0.58 tilt (around z 5
4.29 km) at 2210:15UTC is plotted in Fig. 3a by the black

arrows superimposed on the color contours of the

KFDR radial-velocity innovation field [computed by

(5b) on an 81 3 81 grid with Dx 5 Dy 5 0.25 km] in the

nested domain. The estimated vortex center is at

(rc, uc)5 (201.125 km, 38.28) in the KFDR coordinates.

As shown in Fig. 3a, this estimated vortex center is not

exactly on the solid green zero-yir contour (as it should be)

and is off the zero-yir contour by about 0.3Du 5 0.38 or
0.3rcDu’ 1km in the azimuthal direction with respect to

KFDR, so the analyzed vortex wind field does not closely

match the KFDR radial-velocity innovation field within

the 1-km radial range around the vortex center. Outside

the 1-km radial range, the analyzed vortex wind field

matches the KFDR radial-velocity innovation field. The

vortexwind field analyzed from theKTLXradial-velocity

innovation data on the 4.08 tilt (around z 5 4.44km) at

2212:23 UTC is plotted in Fig. 3b. The estimated vortex

center is at (rc, uc) 5 (60.125km, 3328) in the KTLX

coordinates. This estimated vortex center is very close to

the solid green zero-yir contour, and the analyzed vortex

wind field matches the KTLX radial-velocity innovation

field very well.

For the vortex winds in Fig. 3a (or Fig. 3b), the max-

imum velocity is Vmax [ maxj(Du, Dy)j 5 38.7 (or

34.1) m s21 at the radial distance of Rmax 5 1.06

(or 0.56) km from the vortex center, as listed in the first

(or second) row of Table 1. For KFDR, the listed value

of Vmax5 38.7m s21 is slightly larger than the maximum

tangential velocityVM5 32.6m s21 estimated by (3), but

the listed value of Rmax 5 1.06 km is much smaller than

TABLE 1. Comparisons between the single- and dual-Doppler vortexwind analyses that use theRWAS-produced backgroundwind field

for the Oklahoma tornadic storm at 2211 UTC 24 May 2011. Here, VM (or RM) is the max tangential velocity of the vortex (or the radial

distance of the max tangential velocity from the vortex center) estimated by (3) or (4) from single-Doppler radial-velocity observations,

Vmax (or Rmax) is the max tangential velocity (or the radial distance of the max tangential velocity from the vortex center) in the analyzed

vortex wind field, and RMSd (or RMSd5) is the RMS deviation of the single-Doppler-analyzed vortex winds from the dual-Doppler-

analyzed vortex winds over the nested domain (or within R # 5 km from the vortex center).

Radar VM (m s21) RM (km) Vmax (m s21) Rmax (km) RMSd (m s21) RMSd5 (m s21)

KFDR 32.6 3.55 38.7 1.06 7.1 7.4

KTLX 32.8 2.23 34.1 0.56 8.6 8.6

KTLX and KFDR — — 38.8 0.56 — —
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the RM 5 3.55 km estimated by (4) because RM is

bounded below by the azimuthal resolution (rcDu ’
3.5 km) of the KFDR observations around the vortex

center. Clearly, with rc 5 201.125 km, the vortex is too

far from KFDR, so VM and RM cannot be reliably esti-

mated by (3) and (4) from the KFDR observations, as

explained in section 3a. For KTLX, the listed value of

Vmax 5 34.1m s21 is close to the maximum tangential

velocity VM 5 32.8m s21 estimated by (3), but the listed

value of Rmax 5 0.56 km is again much smaller than the

RM 5 2.23 km estimated by (4) although RM is not close

to the low bound of rcDu ’ 1 km.

The radial-velocity innovation fields in Figs. 3a and 3b

are separated in time (or height) by merely about 2min

(or 0.15 km), so these two data fields can be used to-

gether to analyze the averaged vortex wind field over

FIG. 3. (a) Single-Doppler-analyzed vortex winds plotted by black arrows superimposed on color contours of the radial-velocity in-

novation field yir at 0.58 tilt (z’ 4.28 km) fromKFDRat 2210:15UTC 24May 2011. (b)As in (a), but for 4.08 tilt (z’ 4.42 km) fromKTLX

at 2212:23UTC 24May 2011. (c) Dual-Doppler-analyzed vortex winds plotted by black arrows together with the single-Doppler-analyzed

vortex winds from KFDR as in (a) but replotted by green arrows and superimposed on color contours of absolute value of the vector

difference between the single- and dual-Doppler-analyzed vortex winds. (d) As in (c), but for the single-Doppler-analyzed vortex winds

from KTLX as in (b). The analysis domain is centered at the estimated vortex center (plotted by the black heavy dot), while KFDR and

KTLX are located at (x, y) 5 (2124.28, 2158.06) and (28.23, 253.09) km outside the analysis domain, respectively.
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the time interval between 2210:15 and 2212:23 UTC and

in the vertical layer between 4.29 # z # 4.44 km. The

dual-Doppler-analyzed vortex wind field is plotted by

the black arrows in Fig. 3c (or Fig. 3d) against the green

arrows that replot the single-Doppler-analyzed vortex

wind field in Fig. 3a (or Fig. 3b). As shown in Fig. 3c (or

Fig. 3d), the KFDR (or KTLX) single-Doppler-analyzed

vortex winds match the dual-Doppler-analyzed vortex

winds with the absolute value of their vector difference

below 10ms21 in most areas (outside the purple contour

loops). As listed in the last two columns of Table 1, the

root-mean-square (RMS) deviation of the KFDR

(or KTLX) single-Doppler-analyzed vortex winds from

the dual-Doppler-analyzed vortex winds is RMSd 5 7.1

(or 8.6)ms21 over the nested domain and isRMSd55 7.4

(or 8.6) m s21 within R # 5 km from the vortex center.

These RMSd and RMSd5 values are much smaller (by

about 5 times) than theVmax listed in the third column of

Table 1.

The radial-velocity innovation field in Fig. 3a (or

Fig. 3b) reveals yr1 5 3.7 (or 2.8) m s21 and yr2 5 20.7

(or 21.5) m s21, so (6) is loosely satisfied. In this case, it is

marginally useful to adjust the radial-velocity in-

novations. As listed in the first column of Table 2, the

values of (ue, ye) estimated by (8) [or (9)] from dual-

Doppler (or single Doppler) radial-velocity innovations

are as small as the above values of yr1. This explains why

the yier field in Fig. 4a (or Fig. 4b) shows roughly the same

pattern as the yir field in Fig. 3a (or Fig. 3b). The solid

green zero-yier contour in Fig. 4a (or Fig. 4b), however,

becomes notably (or extremely) closer to the estimated

vortex center than the solid green zero-yir contour line in

Fig. 3a (or Fig. 3b). The dual-Doppler-analyzed vortex

wind field from the adjusted radial-velocity innovation

data is plotted by the black arrows in Fig. 4c (or Fig. 4d)

against the green arrows that replot the vortex wind field

in Fig. 4a (or Fig. 4b). As shown in Fig. 4c (or Fig. 4d),

the KFDR (or KTLX) single-Doppler-analyzed vortex

winds match the dual-Doppler-analyzed vortex winds

slightly less well (or notably better) compared to those

in Fig. 3c (or Fig. 3d). This explains why the RMSd and

RMSd5 values for KFDR (or KTLX) in the last two

columns of Table 2 are slightly larger (or notably

smaller) than those in the last two columns of Table 1. It

is easy to see that each single- or dual-Doppler-analyzed

wind field in Fig. 4 is slightly more axisymmetric around

the vortex center than its counterpart field in Fig. 3. This

may partially explain why the Vmax values in Table 2 are

slightly smaller than their counterpart Vmax values in

Table 1 and thus closer to the VM values in the first

column of Table 1.

The above comparisons suggest that the dual-Doppler

analysis in Fig. 4 is slightly more accurate than that in

Fig. 3, although the domain-averaged RMS difference

between the twodual-Doppler-analyzed totalwind fields is

merely 0.2ms21. For the dual-Doppler analysis in Fig. 4,

the total wind field obtained by adding the adjusted

background wind field (ub, yb)1 (ue, ye) to the dual-

Doppler-analyzed vortex wind field (black arrows in

Figs. 4c,d) will be used as a benchmark ‘‘truth’’ to evaluate

the total wind fields produced by the stand-alone vortex

wind analyses for the same case in the next subsection.

The total wind field produced by the KFDR (or

KTLX) single-Doppler analysis in Fig. 4a (or Fig. 4b) is

plotted in Fig. 5a (or Fig. 5b) by the color-scaled arrows

superimposed on the KFDR (or KTLX) radial-velocity

image. The total wind field produced by the dual-

Doppler analysis in Fig. 4a is plotted in Fig. 5c by the

color-scaled arrows superimposed on the KTLX radial-

velocity image. The total wind field in Fig. 5c is re-

plotted by the black arrows in Fig. 5d against the sparse

brown arrows for the background wind field (ub, yb). As

shown, the single-Doppler-analyzed total wind field in

either Fig. 5a or 5b reveals nearly the same high-wind

(.40m s21) areas as the dual-Doppler-analyzed total

wind field in Fig. 5c. Similar results are seen for the

total wind fields produced by the three analyses in

Fig. 3 (without adjusting the background wind). Thus,

the total wind field produced by any of the six ana-

lyses in Figs. 3 and 4 can be useful or, at least, much

more useful than the background wind field for

nowcasting the tornadic mesocyclone and associated

high-wind areas.

b. Vortex wind analyses performed in stand-alone
fashion

As explained at the end of section 3a, when the vortex

wind analysis is performed in a stand-alone fashion, it is

TABLE 2. As in the last four columns of Table 1, but for vortex wind analyses using the adjusted radial-velocity innovation data [see

(10)]. In the first column, (ue, ye) is estimated by (9) for each single-Doppler vortex wind analysis and by (8) for the dual-Doppler vortex

wind analysis.

Radar (ue, ye) (m s21) Vmax (m s21) Rmax (km) RMSd (m s21) RMSd5 (m s21)

KFDR (22.3, 22.9) 35.0 0.90 7.7 8.0

KTLX (1.3, 22.5) 32.9 0.56 7.1 6.6

KTLX and KFDR (21.1, 23.8) 35.3 0.71 — —

OCTOBER 2015 XU ET AL . 1151

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 09/22/21 06:19 PM UTC



necessary to estimate (ue, ye) by using (8) [or (9)] from

dual-Doppler (or single Doppler) radial-velocity ob-

servations. The estimated values of (ue, ye) are listed in

the first column of Table 3 for the same cases as in the

previous subsection. For each case, the estimated (ue, ye)

is used as a proxy background wind to generate the proxy

radial-velocity innovation [still defined as in (5a) except

that ybr is computed from (ue, ye) instead of (ub, yb)] at

each observation point. The vortex wind field analyzed

from the KFDR (or KTLX) proxy radial-velocity in-

novation data is plotted in Fig. 6a (or Fig. 6b) by the black

arrows superimposed on the color contours of the KFDR

(or KTLX) proxy radial-velocity innovation field. As

shown, the solid green zero-yir contour in Fig. 6a (or

Fig. 6b) is slightly off (or extremely close to) the vortex

center. This feature is very similar to that for the adjusted

radial-velocity innovation field in Fig. 4a (or Fig. 4b).

The vortex wind field analyzed from the dual-Doppler

proxy radial-velocity innovation data is plotted by the

black arrows in Fig. 6c (or Fig. 6d) against the green arrows

that replot the vortex wind field in Fig. 6a (or Fig. 6b).

As shown in Fig. 6c (or Fig. 6d), the single-Doppler-

analyzed vortex winds match the dual-Doppler-

analyzed vortex winds as closely as those in Fig. 4c (or

Fig. 4d) over the area of R # 3 km around the vortex

center (or over the entire nested domain), so the single-

Doppler analysis can be as useful as the dual-Doppler

analysis in terms of extracting the vortex wind field from

FIG. 4. As in Fig. 3, but for adjusted radial-velocity innovation data [see (10)] in the vortex wind analyses.
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radar radial-velocity observations. However, as shown

in the first column of Table 3, the vector value of (ue, ye)

estimated by (9) from the KFDR (or KTLX) single-

Doppler observations is close (or not close) to that

estimated by (8) from dual-Doppler observations,

and this is simply due to the fact that the KFDR

(or KTLX) radar beam is approximately parallel (or

perpendicular) to the environmental mean wind esti-

mated by (8) around the vortex. Because of this, the total

wind field [i.e., the vortex wind field plus (ue, ye)] pro-

duced by the KFDR (or KTLX) single-Doppler analysis

is slightly (or significantly) less accurate than the total

wind field produced by the dual-Doppler analysis. The

related RMS errors are listed in the last two columns of

FIG. 5. (a) As in Fig. 4a, but for the total wind field plotted by color-scaled arrows superimposed on the dealiased radial-velocity image

from KFDR. (b) As in (a), but for KTLX. (c) As in (b), but for the dual-Doppler-analyzed total wind field. (d) As in (b), but for black

arrows plotted together with the background winds (ub, yb) plotted by sparse brown arrows superimposed on color contours of the

absolute value of the vector difference between the background and dual-Doppler-analyzed winds.
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Table 3, where RMSE (or RMSE5) is the RMS error of

the total wind field evaluated against the benchmark truth

total wind field in Fig. 4c over the nested domain (or

within R # 5km from the vortex center).

As indicated by the results in Fig. 6 and Table 3, the

stand-alone single-Doppler analysis can reliably extract

the vortex wind field but cannot reliably capture the

high-wind areas in the total wind field if (ue, ye) is poorly

TABLE 3. As in the first three columns of Table 2, but for vortex wind analyses using the proxy background winds (listed in the first

column). In the fourth (or fifth) column, RMSE (or RMSE5) is the RMS error of the analyzed total wind field evaluated against the

benchmark truth total wind field in Fig. 4c over the nested domain (or within R # 5 km from the vortex center).

Radar (ue, ye) (m s21) Vmax (m s21) Rmax (km) RMSE (m s21) RMSE5 (m s21)

KFDR (15.7, 19.9) 36.1 0.90 10.5 10.1

KTLX (26.5, 12.1) 33.2 0.56 16.9 15.8

KTLX and KFDR (12.6, 22.3) 36.1 0.71 9.2 7.8

FIG. 6. As in Fig. 3, but for the stand-alone analyses that use the proxy background winds listed in the first column of Table 3 in place of the

RWAS-produced background wind field.
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estimated in (9). In this case, as explained earlier [see the

text following (9)], the vortex center moving velocity

(uc, yc) estimated by the time change rate of the vortex

center location on the same tilt from the previous to

the current volume scan can be used as a proxy back-

ground wind for the single-Doppler vortex wind analy-

sis. The estimated value is (uc, yc)5 (17.6, 9.3) m s21 for

KTLX, and this vector value is closer to the dual-

Doppler-estimated value of (ue, ye) 5 (12.6, 22.3)

m s21 than theKLTX single-Doppler-estimated value of

(ue, ye) 5 (26.5, 12.1) m s21 in Table 3. When this es-

timated (uc, yc) is used as a proxy background wind, the

RMSE (or RMSE5) reduces from 16.9 (or 15.8) m s21 to

11.6 (or 10.9) m s21 for the KTLX single-Doppler-

analyzed total wind field.

The stand-alone single-Doppler analysis has also been

applied to the KTLX radial-velocity scans of the tor-

nadic mesocyclone and its produced tornado, which was

rated as category 5 on the enhanced Fujita scale (EF5).

The tornado struck the cities of Newcastle and Moore,

Oklahoma, in the afternoon (between 1445 and 1535

local time) on 20 May 2013. As an example, the analyzed

vortex wind field is plotted in Fig. 7a by the black arrows

superimposed on the color contours of the proxy radial-

velocity innovation field computed from the KTLX

radial-velocity observations at 0.58 tilt (around z 5
0.67km) at 2008:42 UTC. The estimated vortex center is

at (rc, uc) 5 (28.875km, 2668) in the KTLX coordinates,

and this estimated vortex center is very close to the solid

green zero-yir contour in Fig. 7a. As listed in the first

column of Table 4, the environmental mean wind esti-

mated by (9) from KTLX single-Doppler observations is

(ue, ye) 5 (8.0, 0.6) ms21, which is quite close to the

vortex centermoving velocity of (uc, yc)5 (7.3, 3.3)ms21

estimated by the time change rate of vortex center loca-

tion at 0.58 tilt. The Vmax (or Rmax) value listed in the

fourth (or fifth) column of Table 4 for the vortex wind

field in Fig. 7a is close to the VM (or RM) value estimated

from theKTLX radial-velocity observations in the second

(or third) column of Table 4.

The total wind field [i.e., the vortex wind field in Fig. 7a

plus the proxy background wind (ue, ye)] is shown in

Fig. 7b by the color-scaled arrows superimposed on the

KTLX radial-velocity image. As shown, the winds were

strongest in a small area immediately to south and south-

east of the vortex center and this high-wind area was

moving with the tornadic mesocyclone toward Moore.

Assuming that the above-estimated vortex center moving

velocity of (uc, yc) 5 (7.3, 3.3) ms21 represents the envi-

ronmental mean wind more accurately than the single-

Doppler-estimated (ue, ye) in Table 4, the total wind field

(not shown) producedby using (uc, yc) [instead of (ue, ye)]

as the proxy background wind can be used as a benchmark

truth to evaluate the error of the total wind field in

Fig. 7b. As listed in the last two columns of Table 4, the

evaluated RMS error is RMSE5 2.6 (or RMSE55 2.7)

m s21 over the nested domain (or within R# 5 km from

the vortex center). Note that the environment winds

around the mesocyclone were largely toward KTLX, so

(ue, ye) can be well estimated by (9). This explains why

FIG. 7. (a) Stand-alone single-Doppler-analyzed vortex winds

plotted by black arrows superimposed on the color contours of the

proxy radial-velocity innovation field fromKTLX at 0.58 tilt (around
z 5 0.67 km) for the tornadic mesocyclone at 2008:42 UTC

20May 2013. (b) Single-Doppler-analyzed total wind field plotted by

color-scaled arrows superimposed on the radial-velocity image from

KTLX for the same case as in (a). The thin green lines in (b) show the

county boundaries and the streets of Moore. KTLX is located at

(x, y) 5 (28.80, 22.01) km outside the analysis domain.
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(ue, ye)’ (uc, yc) and whyRMSE andRMSE5 are quite

small, as shown in Table 4.

5. Conclusions

In this paper, a newmethod is developed for analyzing

the vortex wind fields from radar-observed mesocy-

clones. Themethod contains three key components. The

first component is an automated algorithm for estimat-

ing the vortex center of the mesocyclone (detected as a

by-product of Doppler velocity dealiasing) on a selected

tilt of a radar scan. The second component is a vortex-

flow-dependent background error correlation function

formulated in the cylindrical coordinates cocentered

with themesocyclone for the vortex wind analysis on the

selected tilt. The third component is the square root of

the vortex-flow-dependent background error covariance

matrix derived analytically to precondition the cost

function and enhance the computational efficiency.

The method is incorporated into the existing radar

wind analysis system (RWAS; Xu et al. 2015) as an ad-

ditional (fourth) step of targeted finescale analysis after

the third step is performed in the RWAS. The method

can be also used in a stand-alone fashion, but this stand-

alone application requires the environmental mean

wind to be estimated around the vortex and used as a

proxy background wind.

The effectiveness and performance of the method are

demonstrated by examples of analyzed vortex wind

fields and total wind fields for the Oklahoma tornadic

mesocyclones observed byKFDR andKTLXon 24May

2011 and by KTLX on 20 May 2013. The results are

summarized below.

1) When the method is used with the RWAS-produced

background wind field, the single-Doppler-analyzed

vortex wind field can match the gross pattern of the

dual-Doppler-analyzed vortex wind field and the

RMS difference between the two analyzed fields

ranges from 7.1 to 8.6m s21 (see Fig. 3 and Table

1). Estimating the environmental mean wind around

the vortex atop the RWAS-produced background

wind field [see (8) and (9)] and using it to adjust the

background wind field and thus the radial-velocity

innovation data [see (10)] may only slightly improve

the vortex wind analyses (see Fig. 4 and Table 2).

2) When the RWAS-produced background wind field

or the adjusted background wind field is used, the

total wind field produced by either single-Doppler or

dual-Doppler analysis can be useful or, at least, much

more useful than the RWAS-produced background

wind field for nowcasting the tornadic mesocyclone

and associated high-wind areas (see Fig. 5).

3) When the method is used in stand-alone fashion, it is

necessary to use the estimated environmental mean

wind around the vortex as a proxy background wind

for the vortex wind analysis. In this case, although the

analyzed vortex wind field is not very sensitive to

the estimated environmental mean wind (see Fig. 6),

the accuracy of the analyzed total wind field depends

on the accuracy of the estimated environmental

mean wind (see Tables 3 and 4).

4) The environmental mean wind can be estimated

reliably from dual-Doppler radial-velocity observa-

tions [see (8)] but not reliably from single-Doppler

radial-velocity observations [see (9)]. For the single-

Doppler case, the vortex center moving velocity

(estimated by the time change of the vortex center

location from the previous to the current volume

scan) can be used as a proxy background wind for the

stand-alone single-Doppler vortex wind analysis.

With a reliably estimated proxy background wind,

the total wind field produced by the stand-alone

single-Doppler analysis can be useful for nowcasting

the tornadic mesocyclone and associated high-wind

areas (see Fig. 7).

The consistency and stability of the method can be

further examined and have been well verified by ap-

plying the method to consecutive data volumes for the

two cases considered in this paper, but the detailed re-

sults are omitted. In summary, the method is computa-

tionally very efficient and it can retrieve the vortex part

of the mesocyclone winds from merely single-Doppler

observations. These are the strengths of the method.

The method is expected to work best when the meso-

cyclone is intense and not too far (within 100km) from

the radar, and this is another strength of the method. On

the other hand, the method may not work well when the

mesocyclone is small and far from the radar where the

radar beam becomes wider than the vortex core di-

ameter. In addition, the method may not accurately

TABLE 4. As in Table 3, but for the single-Doppler vortex wind analysis of the tornadic mesocyclone scanned by KTLX at 0.58 tilt at
2008:42 UTC 20May 2013. Here, RMSE (or RMSE5) is the RMS error of the total wind field in Fig. 7b evaluated over the nested domain

(or withinR# 5 km from the vortex center) against the benchmark truth total wind field obtained by the same single-Doppler vortex wind

analysis but using (uc, yc) instead of (ue, ye) as the proxy background wind.

Radar (ue, ye) (m s21) VM (m s21) RM (km) Vmax (m s21) Rmax (km) RMSE (m s21) RMSE5 (m s21)

KTLX (8.0, 0.6) 45.0 0.46 40.3 0.50 2.6 2.7
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retrieve the total wind field when the environmental

mean wind cannot be reliably estimated from a single-

Doppler volume scan in the stand-alone application.

These are the weaknesses of the method. The vortex

moving velocity may be used as a proxy background

wind for the stand-alone application, but how to accu-

rately estimate the vortex center moving velocity re-

quires further investigation.

Since the multifunction phased-array radar (PAR)

technology is under consideration for future operational

weather radars (Zrnic et al. 2007), we will also use the

PAR data to evaluate the performances of the method

developed in this paper. The method can be extended to

analyze three-dimensional vortex winds in Cartesian co-

ordinates from either single- or multi-Doppler scans of

mesocyclones with the background wind error correction

functions formulated in a slantwise cylindrical coordinate

system cocentered with the mesocyclone at each vertical

level. This capability is currently being developed.
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